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• Make our repository accessible to community

• Develop visualization tools for LLM learning

• Explore Bayesian framework for in-context learning through our tool
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Server Output

Large Language Models (LLMs) 

have significantly advanced Natural Language 

Processing (NLP), showcasing capabilities in text 

generation, and comprehension. One of the many 

phenomena in LLMs is in-context learning, where task-

specific responses are generated by providing the model 

with task-specific prompts

Goal: This study investigates the behavior of LLMs 

through the lens of Bayesian learning, that is how the 

model is constantly learning based on new evidence. To 

further explore this topic, we propose a practical open-

source tool. Using a BitsandBytes-4-bit quantized 

version of Meta Llama 3, it visualizes token 

probabilities during text generation, providing empirical 

insight into decision-making processes. This lets us 

analyze how the model is learning in real-time.

User Input Server Workflow • Created an open-source tool for token probabilities visualization that is 

extendible to all Huggingface models.

• Temperature: Deterministic  Random

• Max New Tokens:  Concise  Verbose

• Number of Beams:  Related  Unrelated

• Top K Probabilities: Balance of the top probabilities for clarity

• The model becomes more confident after seeing repeated prompt tasks, 

as evident from the example in the "Server Output” 

section. After seeing multiple query-response pairs, the model is now 

able to learn on the fly and come up with its own answers to queries.

The workflow displays how the user engages with the open-

source tool.

Server completion shows probabilities via text hover..

The server is currently generating an output based on user input.
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