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Introduction: From data centers to mobile devices, Machine 
Learning (ML) drives a variety of use cases including computer 
vision1, natural language processing2, and speech recognition3. 
ML benchmarks are crucial for evaluating the performance of 
ML models, software, and hardware. Established benchmarks 
from TorchBench4 and HuggingFace5 evaluate ML tasks but do 
not focus on kernel fusion optimizations. Kernel fusion 
combines consecutive operators into a single kernel, improving 
efficiency by minimizing memory access overhead and 
enhancing computational performance6. Despite its 
significance, to the best of our knowledge, there is a lack of 
benchmark suites dedicated to this technique, creating a gap in 
comparison and innovation. Reliable metrics are needed to 
understand, optimize, and automate kernel fusion, particularly 
for tensor operations like convolution. Without these 
benchmarks, the potential advantages and effects of kernel 
fusion remain underexplored, hindering progress in optimizing 
ML model performance and automation in ML compilers. In 
this work, we propose FusionBench, a novel benchmark suite 
to study the effectiveness of kernel fusion in improving 
performance of various ML workloads.  
 
Methods: We selected representative workloads by using pre-
trained models from the TorchBench suite and the 
HuggingFace community, focusing on their popularity in vision 
applications. Diverse model architectures were also taken into 
consideration, with the suite containing transformers, 
smaller   convolution neural networks (CNNs), and larger 
CNNs. We compiled each model using PyTorch’s 
TorchInductor compiler before inference, and the PyTorch 
profiler was used to evaluate data before and after the 
compiler’s fusion optimizations. 
 
Results: We developed a benchmark suite of nine image 
classification models as a baseline for kernel fusion evaluation. 
The execution times of each model’s inference for a single 
image was recorded. We show these results in Figure 1. As 
Figure 1 shows, kernel fusion optimization decreased execution 
times for some models, while increasing it for others. The most 
common fusions performed within the suite are convolution + 
rectified linear unit (ReLU) and batch normalization + ReLU. 
 
Our contributions include: 

• Development of a benchmark suite focused on kernel 
fusion optimizations. 

• A comprehensive evaluation of kernel fusion’s impact on 
inference performance for pre-trained models. 

• Insights into the most common kernel fusions and their 
effects on model performance. 

 
Figure 1. Execution times before and after compiler 
optimizations. As shown, fusion helps speed up some models 
while slowing down other models. 
 
Conclusions: Our ultimate goal is to pinpoint areas for 
optimization within the TorchInductor compiler and to develop 
a new compiler strategy that can automate kernel fusion in 
machine learning applications. We plan to do this by 
investigating the reasons behind the observed discrepancies 
between the execution times by further analyzing how each 
model is compiled, as speedups for all models were expected. 
Analysis into memory usage before and after each model is 
compiled is also an area for future observation.  
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