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•Proliferation of  audio 
deepfakes
•Generating high-quality 
deepfakes from open 
source and commercial 
sources
•Creating custom 
dataset

Introduction

•  Accuracy: 89.74%
•Precision: 81% 
•Recall: 90%
•F1-Score: 85%

Results
• Load/test model on newly 

created custom dataset.

• Evaluate results from testing

• Further fine-tuning of  the 

audio detector model
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Future Work
Datasets:

•Bonafide
•VCTK
• LibriSpeech 
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Achieved 90% accuracy in using LSTM 
based audio deepfake detection.
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