Diving Deep: How Do LLMs Learn On The Fly?

Charlie Kerfoot*, Rashfigur Rahman!#*, Amy Wu'3*, Andrew Tang?, Vishal Misra’
*Equal Contribution, *Columbia University, 2Boston University, 3University of Florida

Introduction

Large Language Models (LLMs)

have significantly advanced Natural Language
Processing (NLP), showcasing capabilities in text
generation, and comprehension. One of the many
phenomena in LLMS Is In-context learning, where task-
specific responses are generated by providing the model
with task-specific prompts

Goal: This study investigates the behavior of LLMs
through the lens of Bayesian learning, that is how the
model Is constantly learning based on new evidence. To
further explore this topic, we propose a practical open-
source tool. Using a BitsandBytes-4-bit quantized
version of Meta Llama 3, It visualizes token
probabilities during text generation, providing empirical
Insight Into decision-making processes. This lets us
analyze how the model is learning in real-time.

Methods
Prompt Token Probabilities

* The prompt (p) is tokenized:
T(p) — {IIJIZJ na :-In}

* We compute the Logits Matrix L € R"* M through a single forward pass on T'(p).
Lli, j] represents the logit for the j-th token in the vocabulary at the i-th position.

» Iteratively, we extract the logits for each token, and apply the softmax function
to convert logits to probabilities:

exp(Lli, j])
Y. exp(Ll[i,k])

P(IZ‘L’j |II,...,IE'_1) =

* The top k probabilities are then retrieved from each iteration:

K = {t; | P(t;) € top k values of P}

* We then create a dictionary mapping the current token to predicted tokens in that
same position, and its corresponding probabilities. This dictionary is what we
display when hovering over each token in the prompt in our User Interface.

Completion Probabilities

 Using the tokenized prompt, the next step 1s generating output, or predicting the
next tokens:
1 = ﬂI'gIIIEI.K(P(f | SPRRE }rﬂ))

* We use model.generate with parameters like beam search to explore multiple

potential sequences. Beam search keeps track of multiple potential sequences at
each step and selects the one with the highest overall probability.

* Other parameters included max _new_tokens, which limits the maximum num-
ber of tokens generated to avoid overly long outputs. The temperature param-

eter controls the randomness of predictions by scaling the logits before applying
softmax.

* Iteration process for generating new tokens until the desired length is reached or
stopping criteria (newline or end of sentence token) 1s hit:

Open-source Tool
User Input

The server Is currently generating an output based on user input

highest total to lose an Tournament® game
{"groupby’: ['innings'], ‘orderby’: ["runs'], 'result’: ["loss"], 'tournament’: ['Tournament®'], "type':
["team’ ]}

biggest Tournament® total in defeat
{'groupby’: ['innings'], ‘orderby’: [‘runs'],'result’: ['loss"'], ‘"tournament': ['Tournament®'], ‘type’:
[“team']}

who won Tournament® Season® match between Team® and Teaml

Server Workflow

The workflow displays how the user engages with the open-
source tool.

{'groupby’: ['results’'], ‘opposition’': ['Teaml', 'Team@'], ‘orderby': ['matches’], 'result’:
["win'], "season’: ['Season@'], 'team’: ['Teaml’, 'Team@'], 'tournament’: ['Tournament®'], "type': ["team’]}
Person@ in Tournament® Season@
{*player’: ['Person@’'], ‘season’: ['Season®'], "tournament’': ['Tournament®'], 'type’': ['primaryrole-]}
highest losing team total in Tournament® in Season@
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Server completion shows probabilities via text hover..

highest total to lose an Tournament0 game{'groupby': ['innings'], 'orderby': ['Tuns’],'result’: ['loss’], '
}

tournament’: [ Tournament0'], 'type": ['team'] biggest TournamentO total in defeat{'groupby': ['innings’], '

}

orderby': ['runs’],'result’: ['loss'], 'tournament”: [ Tournament0'], 'type": ['team'] who won TournamentO
Season0 match between Team0 and Team1{'groupby": ['results’], 'opposition": ['Team1’, "Team0, '
orderby': ['matches’],'result": ['win'],'season”: ['Season('], ‘team": ['Team1’, "Team0], tournament': ['T

}

YES

Show
Previous
Outputs?

NO

ournament0], 'type": [team'] Person0 in Tournament0 Season0{player": ['Person0'],'season’: ['Season0'], YES
. }
'tournament": [ WPE- 9%22:’15 ype': [‘primaryrole’] highest losing team total in TournamentO in Season0
{'groupby": [inn m:hgrﬁé ~ 7 'runs’] result: [loss']'season’: [Season07], 'tournament': [Tournament0 ST
' e': ['team " .
| type | result: 0.17% Previous
w: 0.11% Output

type: 98.29%

Submit Another Input

Questions/Comments: vishal.misra@columbia.edu, at3456@columbia.edu

Preliminary Results

 Created an open-source tool for token probabilities visualization that Is
extendible to all Huggingface models.

* Temperature:d Deterministic T Random

» Max New Tokens: { Concise T Verbose

* Number of Beams: T Related | Unrelated

» Top K Probabilities: Balance of the top probabilities for clarity

* The model becomes more confident after seeing repeated prompt tasks,
as evident from the example in the "Server Output”
section. After seeing multiple query-response pairs, the model Is now
able to learn on the fly and come up with its own answers to queries.

Future Works

* Make our repository accessible to community
* Develop visualization tools for LLM learning
* Explore Bayesian framework for in-context learning through our tool
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