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Introduction: Optical photonics interconnects are 
emerging as a highly promising solution for distributed 
deep learning (DDL) due to their ability to address the 
critical bottlenecks in communication among distributed 
computing units (CUs). As deep learning models like 
OpenAI’s GPT-3 and GPT-4, Meta’s Llama 2 and Llama 
3, and Google’s Gemini grow in size and complexity, the 
need for distributed training across multiple CUs has 
become essential. However, traditional electronic 
interconnects often struggle to provide the necessary 
bandwidth and low latency required for efficient 
communication in these distributed systems [1],[2]. 
Optical interconnects provide high-bandwidth, low-
latency communication paths make silicon photonics an 
ideal solution for overcoming the communication 
bottlenecks in distributed deep learning. As a result, these 
technologies are poised to significantly improve the 
performance and scalability of deep learning models, 
enabling faster and more efficient training of increasingly 
complex neural networks. 
Methods 
We use the Roofline model to compare optical 
interconnect workloads with the latest GPU models on the 
market. The Roofline model will help us determine how 
much we deviate from the latest GPU models in terms of 
performance and operational intensity. The Roofline 
model is a visual performance model designed to provide 
insight into the performance limitations of multicore 
architectures [3]. 
Results  
From the figure below, we can see that the Columbia 
Lightwave Research Laboratory (LRL) optical 
interconnect has a much higher link bandwidth for data 
centers and high-performance computing (HPC) systems. 
LRL has a 6000 GB/s bandwidth link speed, which is 
much higher than the existing optical link bandwidths in 
the market [4]. The roofline model has three components: 
GPU, link bandwidth, and workloads. The dotted 
horizontal lines represent GPUs, the solid lines represent 
link bandwidths, the dotted vertical lines represent 
Convolutional Neural Network (CNN) workloads, and all 
the crosses represent Large Language Model (LLM) 
workloads. If a workload is located on the right side of the 
bandwidth links, then that workload is compute-bound, 
which means that to improve the performance of the 
workload, we need better GPUs, CPUs, or memory. 
However, if a workload is located on the left side of the 
bandwidth links, we can say that the workload is link-

bound, which means we need better link bandwidth to 
improve the performance of the workload [3]. 
 

 
Figure 1: Roofline Model 

Conclusions 
Based on our research, Optical interconnects offer 
significant advantages for data centers and high-
performance computing (HPC) systems due to their 
superior bandwidth, latency, and scalability 
characteristics. The transition to optical interconnects in 
data centers and HPC systems addresses critical 
challenges related to bandwidth, latency, scalability, and 
energy efficiency, making them an optimal choice for 
supporting the next generation of high-performance 
computing and AI workloads. 
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